IntroductIon

The timing of life-history activities, particularly migration and breeding, strongly influence the demographic parameters of migratory animals (Gordo et al. 2013, Clark et al. 2014, Johansson et al. 2015). If migrants stay at sites when local resources peak (van Wijk et al. 2012), they can...
swiftly replenish body reserves and move on to subsequent sites (Schaub et al. 2008). In contrast, arriving outside the optimal time at a site can lead to diminished fuelling rates (Cohen et al. 2015), tardy arrival at subsequent sites and reduced survival (Baker et al. 2004). If this late arrival concerns the breeding site, this may delay the onset of reproduction, resulting in reduced reproductive output, because the offspring’s energy needs and the availability of high-quality food are mistimed (van Asch and Visser 2007, Burger et al. 2012).

The current climate changes have influenced the phenology of many biotic processes worldwide (Parmesan and Yohe 2003, Stocker et al. 2013). Although rising temperatures often lead to advances in seasonal processes (Menzel et al. 2006), shifts in phenology vary across regions, continents, biomes, and trophic levels (Walther et al. 2002, Badeck et al. 2004, Zhang et al. 2014, Fontaine et al. 2015). Such variable shifts in phenology may pose particular challenges to migratory animals as they typically use several distant sites in their annual cycles (Cresswell 2014).

To assess the risk of mistiming that migrants may be facing, it is thus an important first step to know local phenology on sites used by migrants and their recent changes. If, for instance, phenology changes similarly at all sites visited, it would be sufficient if migrants simply shifted the whole migratory schedule to retain the desired match between migrant staging and local phenology. However, if trends differ geographically—be it their direction and/or magnitude—this may entail a considerable risk of mistiming and possibly reduce survival or reproductive success.

Over the past decades, the population sizes of many migratory animals have been decreasing (Inger et al. 2015) with long-distance migrants being apparently at a higher risk than short-distance migrants (Sanderson et al. 2006, Vickery et al. 2014). There are many underlying reasons for these declines but uneven phenological shifts are among the prime (causal) factors (Jones and Cresswell 2010). Comparing trends in vegetation phenology between sites migrants use throughout the year would allow us identifying whether species and populations on particular flyways are at risk (of mistiming).

As a first step toward this goal, we identified direction and magnitude of shifts in vegetation phenology along spring migration flyways of an insectivorous Palearctic long-distance migrant bird, the Common Nightingale (*Luscinia megarhynchos*). To this end, we analyzed normalized difference vegetation index (NDVI)-derived measures for the local phenology of non-breeding, stopover, and breeding sites of Nightingales from three European populations (see Emmenegger et al. 2014; Hahn et al. 2014). We quantified changes in these measures over a 29-yr period for each site and compared direction and magnitude of changes along flyways to estimate the risk of mistiming. We assumed that there is a higher risk of mistiming if phenology changes into different directions within an ensemble of sites and similarly, that a greater magnitude of changes also increases the risk of mistiming. Since it is not known in detail which cues trigger the timing of migration in nightingales and their capability of adapting to a certain rate of phenological change, we apply complementary sets of assumptions to estimate risks of mistiming. If, for instance, photoperiod is the only cue for birds to start migration, local phenology will have no influence on migration schedules. In contrast, if migratory departures are triggered by a specific stage of vegetation development, shifts in phenology on any site will change the timing of migratory steps. Therefore, we considered either only the direction (D) or both direction and magnitude (M) of phenological shifts (1) only at the breeding sites; (2) at both breeding and non-breeding sites, and (3) at all sites, i.e., non-breeding, stopover and breeding sites, resulting in six complementary sets of assumptions.

Since ecological mismatches not only impact individual fitness but also translate into population trends, we expect that we will find a higher risk of mistiming within the flyways of declining populations than within those of stable or increasing populations. Long-term data from monitoring schemes indicate a general decline in the western European populations, whereas central and eastern European populations were found to be stable or even increasing (Burfield et al. 2004, PECBMS 2013). Thus, we expect to find higher risks of mistiming in western European populations, like the one in France, compared to central and eastern European populations, like Italy and Bulgaria.
Methods

Study populations and geolocators

We considered non-breeding, stopover and breeding sites of *Luscinia megarhynchos* (Common Nightingale) from three European populations—a western (France, \(n = 4\)), a central (Italy, \(n = 1\)), and an eastern population (Bulgaria, \(n = 4\))—identified by light-level geolocation in earlier work (Emmenegger et al. 2014, Hahn et al. 2014). All three populations spend the non-breeding period in sub-Saharan Africa from the West African coast to eastern Sudan. Individuals departed from the non-breeding sites on average on 23 March. The three populations used relatively distinct flyways between nonbreeding and breeding sites: a western flyway via the Strait of Gibraltar, a central along Italy and an eastern around the Levantine Sea. Intermediate stopovers were spread across the whole Mediterranean region, with individual sites in Spain, southern France, Corsica, northern Algeria, Tunisia, and Libya. Individuals arrived on these stopover site on average on 31 March, stayed for approx. 13 d and reached the breeding sites on average on 19 April (Fig. 1; for individual routes and timing, see Emmenegger et al. 2014; Hahn et al. 2014).

Vegetation phenology

For each non-breeding, stopover, and breeding site, we characterized vegetation phenology for the whole year. To this end, we acquired remotely sensed NDVI data from the Global Inventory Modelling and Mapping Studies (GIMMS) dataset (Box et al. 1989, Tucker et al.

![Fig. 1. The direction and magnitude of the shift in green-up dates from 1982 to 2010 at the non-breeding sites, stopover sites, and breeding sites varying from severe advancement (− −, dark blue) through no significant change (o, light yellow) up to severe delay (++) , dark red). Capital letters in the site-coding stand for the phase of the annual cycle (N, non-breeding; S, stopover; and B, breeding), lower case letters stand for the geographic course of the flyway (w, west; c, central; and e, east) and the numerals continuously number the sites from west to east. The combinations of sites used by individuals of the study populations are connected with dotted lines.](image)
For each site, we determined the 90% isopleths (i.e., the contour line that connects points of equal density) of a kernel density estimation on raw positions, extracted NDVI values for this polygon from January 1982 to December 2010 and averaged pixel-based weekly NDVI values within the polygon area. NDVI values theoretically range from −100 to 1,000, where values <0 indicate snow, bare areas or very sparse vegetation/low primary production and high values indicate dense vegetation/high primary production (Box et al. 1989).

We characterized NDVI dynamics (see Appendix S1: Tables S1–S3) at a particular site by fitting a logistic regression to the weekly unitless NDVI values over time (Pettorelli et al. 2005):

\[
\text{NDVI}(\text{time}) = \frac{\text{Asym}}{1 + \exp \left( \frac{x_{\text{mid}} - \text{time}}{\text{scal}} \right)}
\]

where Asym (unitless as the NDVI) represents the maximum NDVI values, scal (unitless) the slope of change in NDVI values, and xmid (week of the year) the inflection point of the logistic regression, i.e., the time when NDVI-values increase most steeply (see exemplary regression plots in Appendix S1: Fig. S1). We define this latter measure (converted to day of the year; DOY) as the local green-up and thus, as a measure for the onset of spring.

Subsequently, we quantified shifts in local green-up date by applying a linear regression to yearly green-up dates over the period 1982–2010. If there was a shift in green-up dates, we expected a slope significantly different from zero in this regression; a positive slope indicating a shift towards later green-up dates (“delayed springs”) and a negative slope indicating advanced springs. In addition to these directions of changes, the absolute value of the slope quantifies the magnitude of the change, i.e., how many days per year the green-up date had been shifting.

Risk of mistiming

We estimated the risk of mistiming for sets of non-breeding and stopover sites (see Appendix S2). This assumes that the non-breeding and stopover sites we identified are a representative sample of sites within the three flyways. Although long-term tracking studies for nightingales are lacking to date, individuals of a closely related species (*Luscinia luscinia* Thrush Nightingale) repeatedly used the same stopover sites in subsequent migrations (Csörgő and Lövei 1995).

Inferring the risk of mistiming from local phenological shifts requires us to make assumptions about the (local) factors that trigger migratory departures. As it is notoriously difficult to identify the cues for migratory decisions, we consider three assumptions of how the timing of migration is linked to the phenology of specific sites. In the first (1), we assume the timing of migratory progression to be independent of phenology on any site (e.g., only resulting from internal clock or photoperiod-driven) but the timing of arrival in the breeding sites/onset of breeding has fitness-consequences, e.g., on reproductive success. In the second (2), we additionally assume that the timing of departure from the non-breeding grounds involves local phenological cues (and that conditions on stop-over sites are irrelevant to migratory progression). Finally, in the third (3), we assume that timing of migration is modulated by local phenology on all sites.

Moreover, we considered either only the direction (D) of changes or also their magnitude (M; see Appendix S2: Tables S1 and S2 for detailed description of the risk estimation process). We assume that nightingales are limited in their capacity to adapt to changing phenology. Since no studies have targetly quantified such a limit yet, we estimated an attainable rate of change from a meta-analysis (Table 2 in Gienapp et al. 2007). Consequently we assumed that nightingales are able to cope with changes in phenology up to 0.4 d/yr, which is the 10% quantile of the phenotypic rates of change in avian migration time found for long-distance migrants in the meta-analysis mentioned above. Accordingly, when vegetation phenology changed more than 0.4 d/yr—regardless of whether advancement or delay—this was considered a severe change and changes between −0.4 and +0.4 d/yr were considered slight changes.
By combining the three assumptions on use of the cues with either only the direction or both direction and magnitude of shifts in vegetation phenology, we ended up with six sets of complementary assumptions (D1–M3), which enable us to link our shifts in NDVI phenology with a risk assessment for the related bird populations.

Maps were prepared in ArcGIS (ESRI 2011) and all other analyses performed in R (R Development Core Team 2012).

RESULTS

Shifts in vegetation phenology

Direction and magnitude of shifts in green-up dates varied between sites and flyways (Figs. 1 and 2): Green-up dates did not significantly shift at the non-breeding sites in Central Africa and three of five sites in West Africa (all \( P > 0.1 \)). However, at one west-African site, green-up tended to advance by 0.4 d/yr (Nw1: \( r^2 = 0.123, P = 0.086 \)) and tended to delay by 1.3 d/yr at another (Nw3: \( r^2 = 0.128, P = 0.086 \)). At two of five stopover sites at the North African coast, green-up dates have advanced (Se3: −1.5 d/yr, \( r^2 = 0.253, P = 0.009 \), Se4: −1.8 d/yr, \( r^2 = 0.313, P = 0.003 \)) and at two sites there was a tendency toward advancement (Se1: −0.7 d/yr, \( r^2 = 0.153, P = 0.053 \); Sc1: −2.4 d/yr, \( r^2 = 0.128, P = 0.086 \)). Neither of the four stopover sites at the north Mediterranean coast showed significant shifts in vegetation phenology (all \( P > 0.1 \)). Similarly, there was no significant shift in green-up dates for the eastern and central European breeding sites but green-up dates have advanced at the western breeding site (Bw: −0.6 d/yr, \( r^2 = 0.129, P = 0.078 \); at an alpha level of 0.1; see Fig. 2 and Appendix S3: Tables S1–S3).

Risk of mistiming

Depending on the set of assumptions applied, the risk of mistiming—which was estimated based on three assumptions concerning cues triggering migration timing, combined with either only the direction (advancement, no change, or delay) or both the direction and magnitude (severe or non-severe/slight changes) of the shift in phenology—varied considerably between flyways (Fig. 3).

When we only considered phenological shifts in the breeding areas (assumption 1), only the Western population would be at a risk for mistiming—regardless of whether we only consider direction (D1) or both, direction and magnitude (M1). When we considered the direction of phenological shifts in both non-breeding and breeding sites (assumption 2), the Western flyway still has a higher risk of mistiming compared to the Central and Eastern flyways and this difference is even pronounced when additionally considering the magnitude of changes (M2) compared to the direction of change (D2) only. However, when we consider phenological shifts at non-breeding, stopover, and breeding sites (assumption 3), the differences in risk of mistiming between the flyways level out at moderate levels. While the Western and Eastern flyways reached the same intermediate levels of risk of mistiming when only considering the direction of changes (D3), it was slightly higher on the Central flyway. This overall pattern slightly changed when direction and magnitude of the phenological shifts were considered (M3) with the Eastern flyway featuring a slightly higher
risk of mistiming than the Western flyway (for details on resulting risks of mistiming, see Appendix S2: Table S2). 

**Discussion**

We identified shifts in local vegetation phenology that varied in both direction and magnitude between three flyways of a long-distance migrant, which is clearly in line with earlier studies (Fontaine et al. 2015). We hypothesized that these uneven phenological shifts result in risks of mistiming. But whether, indeed, these shifts incur a risk of mistiming, depends on both the cues that determine the timing of migration and the costs of matching or mismatching local phenology (Both et al. 2010).

**Shifts in vegetation phenology**

Both in terms of direction and magnitude, earlier studies have found similar trends in phenology, e.g., Zhang et al. (2014) reported moderate, but mostly non-significant shifts of green-up dates (−0.77 to +0.93 d/yr for central to northern Africa; −0.68 to 0.21 d/yr in Europe). While the annual rates of change match the ranges we found for the African (−2.4 to +1.3) and European (−0.6 to 0 d/yr) sites, we found more distinct and significantly advancing trends in some stopover sites in the Mediterranean and one of the breeding sites. The disagreement might be caused by methodological differences, because Zhang et al. (2014) averaged phenological trends across larger areas at the scale of biomes.

Our results are also in accordance with trends identified in basic meteorological variables (Walther et al. 2002). However, these can only be compared to shifts in NDVI-derived measures if it is known which of those variables are driving vegetation phenology in a region, e.g., mainly spring temperatures in Europe but precipitation in much of Africa and the Mediterranean. The trends in precipitation varied regionally ranging from slightly increasing to slightly decreasing for western Africa and no changes for central Africa—which is in accordance with the heterogeneous shifts we found for our non-breeding sites. All stopover sites as well as the breeding sites of the central (Adriatic coast) and eastern (Black Sea coast) population are dominated by Mediterranean climate. For this climate region, Walther et al. (2002) reported a slight increase in temperature and a decrease in precipitation over
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**Fig. 3.** The risk of mistiming estimated based on the shifts of vegetation phenology (see Fig. 1) and under the premises of the six sets of assumptions (D1–M3). Assumptions 1–3 delineate the cues triggering migration timing. Assumptions D and M describe whether only the direction or both direction and magnitude of the shift in vegetation phenology was used. The color gradient differentiates risk of mistiming from the highest possible risk shown in red over intermediate risk shown in yellow to no risk of mistiming shown in dark green. For visualization of the procedure of risk estimation, see Appendix S2: Tables S1 and S2.
the past 50 yr. As we only found advancing or no shifts for these sites, plant growth seems to be limited by temperature rather than by rainfall. North-western and north-eastern Europe experienced the strongest increases in temperatures, with up to 1°C per decade, which supports the very clear advancing shift at the breeding site of the western population in France.

Risk of mistiming

Depending on the combinations of non-breeding, stopover, and breeding sites, shifts in phenology over entire flyways ranged from no shift at any site (the routes from Nc1 to Bc as well as from Ne1-4 to Be) to shifts into opposing directions, i.e., with delay at the non-breeding site and advancement at the breeding site (the route from Nw4 to Bw). In how far these opposing shifts incur a risk of mistiming depends on the determinants of migration timing (“cues”) and the costs of matching or mismatching local phenology. Consequently, the risks of mistiming varied also in dependence of how we think birds time migration and which environmental information they supposedly use for migration decisions. Unfortunately, the cues used for migration timing are unknown for many species or specific migration steps—typically photoperiod is involved (Studds and Marra 2012) but also biotic variables, e.g., vegetation phenology can be included (Bauer et al. 2011).

If departure decisions are fully independent of local phenology, e.g., if photoperiod is the only cue, phenological shifts will not change the timing of migration. In this case, which corresponds to our cue assumption 1, our results suggest that only the Western flyway would experience a risk of mistiming. Also the food niche breadth of a migrant affects the costs of a shift in the schedule and thus the risk of mistiming (Both et al. 2010). The Nightingale, as a more opportunistic insectivorous generalist, might be both better able to adapt to phenological changes and shifts in the breeding schedule might be less costly compared to a food specialist (Emmenegger et al. 2014).

If other, phenology-related, variables are considered for the timing of migration, migrants might be better able to respond to phenological changes, e.g., pink-footed geese that advanced migration with an advanced vegetation phenology (Duriez et al. 2009). This is reflected in the overall risk of mistiming that is lower for assumption 2 compared to assumption 1. However, the risk of mistiming is then again higher in the third scenario, in which shifts in all sites had been considered. This scenario assumed that migrants fine-tune migration timing considering vegetation phenology on all sites and that they are able to respond to advancements or delays in phenology by de- or accelerating migration en route (Both 2010). Remarkably, the risks of mistiming resulting from this set of assumptions were generally higher than the ones from the other two sets of assumptions and much more equal between the three flyways. The differences in estimated risks of mistiming were much higher between the assumptions on which cues are involved in timing migration than between the assumptions on the role of direction and magnitude of shifts. This suggests that the investigation of cues triggering migration timing might play a much more important role in the risk assessment, than the investigation of a potential threshold in the migrants’ ability to adapt to a certain rate of change.

Including phenological shifts at stopover sites is risky, because it is unknown, whether any shift in these shallow vegetation phenologies (i.e., when NDVI is only fluctuating very little on a low level over the year, like in the stopover sites of the central and eastern flyway; see NDVImax/min in Appendix S1: Tables S1–S3) is able to affect timing of migrating birds. Moreover, we know that these birds stopped-over only relatively briefly (Emmenegger et al. 2014) so that we can assume that stopover sites just have to provide some food for refueling, but that no particular food peak has to be matched.

Thus, the most important finding of our study is probably that the risks of mistiming from climate-induced phenological shifts highly depend on the degree to which migrants use local information along their migration routes. Although it is generally assumed that incorporating environmental information in migratory decisions would improve the migrants’ capacity to cope with environmental changes, it might actually be better to “sometimes” ignore this information: For instance, the nightingales in our study would be facing a higher risk of mistiming if they incorporated the phenology of all sites.
visited into their migratory decisions as compared to incorporating the phenology of selected site(s) only.

If phenological shifts have already led to mis-timed migrations with concurrent consequences for fitness, we expect the estimated risks of mistiming to also match population trends among the flyways. Although there are no detailed data available to tackle this hypothesis explicitly, existing data from long-term monitoring schemes (Burfield et al. 2004, PECBMS 2013) indicate stable population sizes in the East and decreasing population sizes in the West—a pattern that is consistent with our findings.

We acknowledge that our findings and their interpretations rest on several assumptions. In how far these apply to nightingales or other migratory species remains to be shown in future studies. However, our study emphasizes that for estimating the risk of mistiming in migratory animals it is crucial to be explicit about direction and magnitude of phenological shifts and the cues that underlie migratory decisions.
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